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РАВНОМЕРНО РАСПРЕДЕЛЕННЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ

(Представлено академиком А. Н. Тихоновым 21 VII 1972)

Пусть Pi,..., PN,... — последовательность точек, равномерно распреде­
ленных (р.р.) в единичном кубе Кп = {0 < xh 1; k = 1, 2,..., п}. Соглас­
но известной теореме Г. Вейля (см. (’) или (2)), для любой интегрируемой 
по Риману в Кп (и, стало быть, ограниченной) функции /(Р) имеет место 
соотношение 

lim
Х-»оо

(*)

где Р = (xi,..., хп), dP = dxi,..., dxn.
В работе получены условия справедливости (*)  для неограниченных 

f(P), когда интеграл справа несобственный. В частности, оказалось, что 
если в качестве Р» выбрать точки Л77г-последовательностей из (2), то соот­
ношение (*)  справедливо для функций f(P) с любыми степенными особен­
ностями в начале координат и на примыкающих к началу гранях Кп.

Полученные результаты заметно расширяют класс алгоритмов Монте- 
Карло, при реализации которых можно вместо и-мерных случайных точек 
использовать точки ЛТТг-последовательности, и включают даже алгоритмы 
с бесконечной дисперсией.

1. О д и о м е р н ы е задачи.
1.1. Предва р и т е л ь н ы е замечания. Рассмотрим произвольные 

точки Xi,..., xN из интервала (0, 1). Отклонением этих точек назы­
вается величина

Dn = sup | SN (Z) — N 1111,
i

где / — произвольный интервал [a, &) s [0, 1], |Z| =& — а — его длина, a 
SN(l) — количество точек, принадлежащих Z.

Каждое из следующих двух условий необходимо и достаточно для того, 
чтобы последовательность точек Xi,..., xN,... была р.р. в [0, 1]:

1°) для любой интегрируемой по Риману функции / (ж)
N 1

Кт 2 / W = \ (1)
N-.00 р.=1 J

2°) отклонение D:< = о (N), когда А
Обозначим через множество функций /(ж) дифференцируемых при 

х неограниченных при х для которых существует несобственный
1

интеграл /(ж) dx, 
о

Нетрудно доказать, что для каждой fix) из Z76 найдется р.р. последова­
тельность xv. такая, что (1) не имеет места (3, 4), а для каждой р.р. после­
довательности Хц найдется fix) из Z75 такая, что (1) не имеет места. Сле­
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довательно, условия, достаточные для справедливости (1), должны связы­
вать свойства Жц и /(ж).

1.2. Функции, не ограниченные при ж -> 0. Пусть ах = 
= min жи, когда 1 ц N. Очевидно, для любой р.р. последовательности 
aN 0, когда N -> °°.

Теорема 1. Если последовательность х» и функция f(x) из Ua удов­
летворяют при N -> оо условию

1
DN £ I /' (ж) I dx = о (N), (2)

адг

то справедливо соотношение (1).
Схема доказательства. Используется тождество 
N11

Ж)-\ldx = aj[X)--^\{SN[l)-N\l\}f{x}dx, (3)
h=i « i

справедливое при а < ал-, где I — [а, х).
Заметим, что можно отказаться от дифференцируемости f(x) при ж = С) 

и заменить в (2) интеграл на вариацию У,Д (/).
1.3. По следовательность р(р). По определению, если в двоич­

ной системе ц = е,„... e2ei, то (снова в двоичной системе) р (р) = 0, е^г...
• • • &т •

Лемма 1. Для последовательности х» = р (р) справедливо неравенство 
*/2< (2V+l)a,v<2.

Лемма 2. Любой участок последовательности жц = р(р), содержащий 
2V членов, представляет собой П0-сетку.

Из леммы следует, что жи = р(ц) при (.1 = 1, 2,..., есть Л770-последова- 
тельность и поэтому для нее DN = О (In N) (а при N = 2V даже DN = 0(1)).

1.4. Простые особенности. Выберем жц = р(р). Если / = х~\ то 
произведение (2) окажется 0(№4niV) и условие теоремы 1 будет выпол­
нено при р < 1.

Если / = ж'1 In ~vx, то произведение (2) окажется О (A7 In 1_W), и усло­
вие теоремы 1 будет выполнено при ц > 1. В обоих случаях условие спра­
ведливости (1) совпадает с условием сходимости интеграла, входящего 
в (1).

1.5. Функции, не ограниченные при х g. Пусть теперь1 
/(ж) е U^, где 0 < В < 1. Введем обозначения

а' = max (жр.1 Ху. < £), а+ = min (ягу. | ^ > |).

Для любой р.р. последовательности ах~ -> g, ах+ когда N
Теорема V. Если последовательность х,, и функция f(x) из U-. удов­

летворяют при N -+ °° условию 

(4)

то справедливо соотношение (1).
К сожалению, если положение особенности х = 5 неизвестно, то вычис­

лять интеграл при помощи (1) рисковапно, ибо порядки убывания В — aN~ 
и ах+ — В зависят от арифметической природы ж, и § (ср. (5)). Рассмотрим 
лишь один частный случай.

1.6. Неизвестная рациональная особенность. Пусть из­
вестно только, что § — несократимая дробь со знаменателем 2Н. Выберем 
жи = р(2н + ц — 1).
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Из леммы 2 следует, что х,, представляет собой ^7770-последователь­
ность, так что DN = О (In N). По аналогии с леммой 1 доказывается, что 
!/2 < (а£ - ю (N + 2П) < 2, >/2 < (В - ай) (К + 211) < 2 при N > 2Н. После 
этого нетрудно проверить, что в случае простых особенностей вида f = 
= |ж — или / = — g | ~1 In _v| | — х | условие (4) выполнено тогда
и только тогда, когда существует интеграл, входящий в (1).

1.7. Преобразование особенности. Пусть снова f(x) е U^, 0 < 
< £ < 1, но положение особенности известно. Преобразуем линейно [0, £) 
в (0, 1] и (g, 1] в (0, 1]. Складывая интегралы, получим подынтегральную 
функцию fi(x) е Uо:

h(x) = (1-£)/(£ +ж-ж|) +

Если характер особенности у этой функции простой (см. выше), то не­
трудно доказать, что

11 Д'

\f(x)dx = \ fe (х) dx = lim-^- 2 k(P (н))-
J J N-*co

1.8. Интеграл в смысле главного значения. Пусть f(x) 
дифференцируема, когда — 1 =5 ж < 0 п О < ж 1, и неограничена при х -:>-

0. Легко доказать, что если характер особенности суммы /(ж) + f(—x) 
при х = 0 простой (см. выше), то

1 w

v.p. \ f (х) dx = lim 2 {/ (р (и)) + / (—Р (и))}-
л’->эо 11=1

1.9. Замечания. Все результаты этого параграфа, кроме леммы 2 
и п. 1.6, остаются в силе, если вместо р(ц) использовать любую другук 
dp-последовательность, удовлетворяющую теореме 7 (2), гл. 3, стр. 122

С помощью (3) нетрудно оценить порядок сходимости (1).
2. Многомерные задачи.
2.1. Обозначения. Пусть г' = (м,..., is) — совокупность натураль­

ных чисел, удовлетворяющих условиям
1 it < г2 < ... < i, < п, 1 < s < н, (5;

и пусть Ki’ — s-мерная грань куба Кп, на которой все координаты, отлич 
ные от х{„ ..., х{„ равны 1 (грань Х(1,2.... — это сам Кп). Проекцию точ
ки Р = {х,,. .., хп) на К, обозначим через Pv и пусть dPf = dx,.... dx{l

Будем считать, что функция f(P) непрерывна при 0<Xi^l,.. 
..., 0 < хп 1 вместе со своими частными производными вида

=d’f(P) /дх<,...дх<„ (6
где удовлетворяют (5).

Введем отклонение Dp' проекций точек Pi,..., PN на грани Kv:
< = 8пр|^(П^-М|Пг||,

Hi'

где П<- = {а,, xit < bit, ... ,ats^ xis < bis} — параллелепипед, принадлежЕ 
щий К’, а ]IL-1 =(&., — a,,) ■ •. (bis—ais) — его s-мерный объем; £/(П.-)- 
количество точек, проекции которых на К, принадлежат Пс.

Так же, как в п. 1.1, последовательность точек Pi,..., PN,... р.р. в К 
тогда и только тогда, когда все Dp' = o(N) при N °°.

2.2. Функции, не ограниченные при х,... хп -> 0. Рассмо'
рим последовательность точек Pi,... ,PN,..., расположенных внутри К 
Если декартовы координаты точки Р:1 = (х„,i,..., „), то обозначим

cN = тт(Хц, i. . . х„, „) при 1 ц 2V. (7
Пусть G (с) — часть куба Кп, в которой xh ..., хп^ с, a Ge (с) — част 

Kf, в которой х{„ ... ,xis> с. Очевидно, что Pi,...,PN принадлежат G(cN
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Теорема 2. Предположим, что при любых удовлетворяю­
щих (5), сходятся интегралы

(8)

и, когда N -> <®,
< $ \f)(Pi')\dPi^o(N). (9)

Щ' (сдт)
Тогда справедливо соотношение (*).

* Если некоторые из показателей [Ц совпадают, то в (11) появляются множители 
типа lnr_JjV, где г—кратность показателя. Условия (9) будут, по-прежнему, выпол­
нены, если все < 1.

Заметим, что требование (9) можно несколько ослабить, заменив G(cx) 
множеством, на котором выборочная функция распределения точек 
Pi,... ,Рл- отлична от нуля.

2.3. Некоторые свойства ЛПх-и о с л е д о в а т е л ь н о с т е й. 
Пусть Li, . . ., Ln — различные моноциклические операторы, порядки кото­
рых равны nil,..., пгп, и р(й)(ц) — др-последовательность, принадлежащая 
Lh. В (2) доказано, что точки Р/= {р(1> (ц),..., р(п) (ц)) и = 
= (р (ц), р(1) (р), . . ., рм (ц)) образуют Л77т-последовательности в Кп 
и соответственно в Кп+1 со значением т = (nil + . . . + m„) — п.

Теорема 3. Рассмотрим произведение с(р) =р(1>(р) .. .р(п)(ц). Если 
1 < ц s? 2\ то

с(р) > 2-v-"-T, р(р,)с(ц) >
Следствие. Для последовательностей Р^ и Q» величины 1 /cN = 

= O(N).
Для любых ^^-последовательностей Пяг' =O(lns7V).
2.4. Интегралы со степенной особенностью в нуле. 

Рассмотрим функцию f = х^‘.. .х/п. Интеграл, стоящий в (*),  и инте­
гралы (8) сходятся тогда и только тогда, когда все < 1.

Лемма 3. Если числа at,. . . ,ап различные и все ak 1, то
п 

п = 1 , у
- а?1. ..А. Ф (1)

G(c) 1 п k=1
где ф (а) = (а — «1) ... (а — а„).

Предположим (для простоты), что fJ±,..., различные. Если 0{1... [Ц, Ф 
=5^=0, то, полагая в (10) = 1 + [к, нетрудно вычислить интеграл, входя­
щий в (9); он равен

О (с^ + ... + с^) = О +...+ N\

dxi. . . dx.

■ х„п

с1^
(ak — 1) Ф' (afc) ’ (Ю)

(И)
Поэтому условие (9) будет выполнено, когда все [Ц < 1 *.
Следовательпо, любые сходящиеся интегралы со степенными особенно­

стями рассмотренного вида можно вычислять по формуле (*)  с точками 
Р,*  и Q^.

2.5. В заключение автор выражает свою благодарность Н. Ф. Воробье­
ву и В. П. Федосову (Новосибирск), которые с помощью точек QT успеш­
но вычислили ряд несобственных n-мерных интегралов (2 п 5), встре­
тившихся при расчете задач аэродинамики. Под влиянием их работы и 
было предпринято настоящее исследование.
Институт прикладной математики Поступило
Академии наук СССР 11 VII1972
Москва

ЦИТИРОВАННАЯ ЛИТЕРАТУРА
1 Н. Weyl, Math. Ann., 77, № 3, 313 (1916). 2 И. М. Соболь, Многомерные

квадратурные формулы и функции Хаара, «Наука», 1969. 3 N. G. de В г u j i n,
К. A. Post, Indagat. Math., 30, 149 (1968). 4 C. Binder, Sitzungsber. Osterr. Akad.
Wiss., II, 179, Ks 4—7, 233 (1971). 5 P. J. Davis, P. Rabinowitz, J. SIAM,
ser. B, Numer. anal., 2, № 3, 367 (1965).

3 Доклады АН, т. 210, № 2 281


