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В настоящей заметке предлагается некоторое аксиоматическое понятие 
сложности вывода в контекстно-свободных грамматиках (КС-грамматиках), 
включающее как частные случаи известные понятия сложности контекстно- 
свободного вывода, и в терминах этого общего понятия решается стоявший 
для конкретных мер сложности вопрос о возможности классификации 
КС-грамматик и КС-языков по порядкам роста сложностных функций.

Введем следующие обозначения. Через As (КС) и ДА(Л) обозна­
чим классы деревьев выводов соответственно в КС-грамматиках и линей­
ных грамматиках, длины правых частей правил которых не превышают к, 
и положим А(КС) = U Aft (КС) и А(Л)= U Аа(Л). Для каждой КС-грамма- 

тики Г через А (Г) обозначим множество всех деревьев полных выводов 
(т. е. выводов терминальных цепочек из аксиомы) в этой грамматике. 
Через ж (7), чеА(КС), будем обозначать терминальную цепочку дерева 7 
и через — отношение частичного порядка на вершинах у.

Если задан критерий сложности деревьев выводов, т. е. отображение 
т: А (КС) ->-Z+ *,  то сложность выводов в любой КС-грамматике Г измеря­
ется с помощью функции Тг(п), стандартным образом связываемой с этим 
критерием. Именно,

* Z+ — множество неотрицательных целых чисел; в настоящей заметке все чис­
ловые функции, подкванторные переменные и знаки констант рассматриваются на 
этом множестве.

def
Тг(ге) =max {Tr(z) |же£(Г)U{А}, где тг(А)=0,

и для х=АА

тг (г) =min {г (7) | уеА (Г), х=х (7)}.

Поэтому задача формализации понятия сложности вывода в КС-грам- 
матике сводится к соответствующей задаче для критерия сложности дере­
ва вывода.

Чтобы сформулировать определение критерия сложности, введем не­
сколько отношений частичного порядка на множестве А (КС). Пусть 
7, 7'еА (КС) и каждой вершине а дерева 7 можно сопоставить поддерево 
7/ дерева 7' так, чтобы выполнялись следующие условия:

а) если а#ф, то 7/ и 7/ не имеют общих вершин;
б) если аь ..., — все вершины, в которые идут дуги из вершины а

в 7, то- в дереве 7/ имеются висячие вершины ...,₽« такие, что в де­
реве 7' из каждой вершины [Ц идет дуга в корень дерева 7«/,

в) каждая вершина 7' является вершиной некоторого поддерева ви­
да 7а';

г) если a1;Cva2 в 7, то для каждой вершины дерева 7а/ и каждой 
вершины р2 дерева 7«/ имеет место (Ji^v'02. О таких деревьях 7 и 7' мы 
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будем говорить, что у' является укрупнением у (обозначение у<у'); 
при этом, если каждой вершине а дерева у соответствует в у' поддерево 
у/: (I) имеющее не более к вершин и принадлежащее А (Л), (II) являю­
щееся вырожденным *,  то мы будем говорить, что у' является линей­
ным к- у кру пнени ем (соответственно тривиальным укруп­
нением) дерева у, и пользоваться обозначением у<ллу' (соответст­
венно у<ту').

* Вырожденным называется дерево, имеющее единственную висячую вер 
шину.

** Монотонно неубывающая функция f сохраняет порядок, если
Vci ясг, Vre> rei [ci»^rai=c2f(n)>/(n1)].

*■** Аксиома F нигде в работе не используется; если ограничиться рассмотрением 
КС-грамматик без правил вида А-+В, то аксиома Е не нужна; аксиому В можно не­
сколько ослабить.

**** Здесь через КС обозначается класс всех КС-грамматик. В заметке рассматри 
ваются следующие соотношения по порядку: g=^/ означает: «g/f всюду ограниче 
но»; / -^g означает «g// ограниченно на бесконечном множестве»;

def det

Для каждого дерева у и дерева yi с выделенной висячей вершиной а 
через Sub (у1} а, у) обозначим дерево, получающееся из у4 «подвешивани­
ем» у к а.

Отображение т: А (КС) ->Z+ назовем критерием сложности де­
рева вывода (или просто критерием сложности), если оно 
удовлетворяет следующим аксиомам:

А. С т можно связать монотонно неубывающую, неограниченную, всю­
ду определенную, сохраняющую порядок**  функцию Д(га) такую, что

а) Ук Яск, Vyt=Aft(KC) [щ/т( |х(у) | )>т(у) ];
б) существуют ka>i, бесконечная последовательность деревьев полных 

выводов {уь у2,..., у(,.. .}<=Afto(KC) и константа с такие, что Vi [ст(у()> 
>/г (| х (у;) |) ] (Д мы будем называть функцией, аппроксимирую­
щей т).

В- Vyt, у2еД(КС) [у1<у2=3т(у1)^т(у2) ].
C. Vk ЭсА, Vy15 у2еДДКС), УуоеДд(д), Va [yt=Sub (у0, а, у2) =■ 

=сщ(у2)>т(у1)].
D. Vk ЯСк, Vy„ у2еДДКС) [у1Слйу2=>с(!т(у1)>т(у2) ].
E. Ук ЯСк, Vy,, у2еДд(КС) [у1^туг=’с*т(у 1)>т(у2) ].
F***.  Отображение т, аппроксимирующая его функция Д и последова­

тельность {у±, у2,...} являются эффективными.
Аксиома С является наиболее специфической. Во-первых, она «браку­

ет» меры сложности, рост которых связан линейной зависимостью с чис­
лом вершин дерева вывода (например, время и емкость вывода), и, во- 
вторых, согласно С сложность деревьев из А (Л) (топологически простей­
ший вид деревьев) является ограниченной. Таким образом, такие меры 
сложности деревьев составляющих, как степень самовставления и глубина 
по Ингве (см., например, О), не являются критериями сложности в смыс­
ле аксиом A— F-, но все существенные характеристики деревьев выводов 
в КС-грамматиках такие, как активная емкость (иначе — индекс) s(y) (2). 
разброс р(у) (3), густота ц(у) (4) и др., удовлетворяют этим аксиомам. 
Критерии s и |х, например, аппроксимируемы функцией Iog2 п, а крите­
рий р — функцией Д(ге) =п.

Пусть / — всюду определенная монотонно неубывающая функция. На­
зовем т-классом сложности f множество языков

8Т(/) = {L| ЯГоеКС [£(Г0)=£&тг.(п)=</(»)]}П{£|УГеКС [£(Г) =

=£=>ТГ(п)Х/(п) ]}****
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Из аксиомы Ла) непосредственно следует, что для всякого критерия слож­
ности т, аппроксимируемого функцией и для всякой KG-грамматики Г 
имеет место верхняя оценка по порядку тг(м) =^А(и). При этом оказыва­
ется, что т-класс сложности /т является непустым. Рассмотрим алфавит 
V0={a, b, (,)} и однозначную КС-грамматику ГТ|1 с аксиомой 70, основным 
алфавитом Vo и правилами вида Zo->(7oi), J0l-^aJ0'b, Jol-^-ab,
где к0 — связываемое с т число из аксиомы Лб). Язык, порождае­
мый этой грамматикой, обозначим через Lx. Имеет место

Теорема 1. Если х —критерий сложности, аппроксимируемый 
функцией fx, то LxeSlx(fx).

Таким образом, рост функций тг(п) заключен по порядку между кон­
стантами и функциями вида /т(п) и обе границы являются достижимыми. 
Чтобы обосновать выбор понятия критерия сложности в качестве меры 
сложности вывода, мы покажем существование бесконечных иерархий 
классов вида (/). Для этого мы рассмотрим класс машин Тьюринга (со­
кращенно м.Т.) с единственной лентой и головкой, вычисляющих всюду 
определенные функции, и будем считать, что зафиксировано некоторое 
естественное понятие протокола л ж(ж) вычисления м.Т. HR на слове х (ска­
жем, конфигурации выписываются в порядке следования и разделяются 
знаком §). С каждой м.Т. HR свяжем функцию

шах{г|Я;г [ |г-| =г£2|л ® (х) г]}, если шах существует 
Pm (п) =

1 в противном случае,
и будем накладывать на м.Т. ограничение

М. Функция |л» (х) | не убывает по отношению к длинам слов х.
С каждой м.Т. HR и каждым критерием сложности т свяжем КС-язык 

Ьтэг следующим образом. Пусть Lx — КС-язык из теоремы 1. Обозначим че­
рез 1-ж индуцируемый м.Т. HR оператор непосредственного следования на 
множестве конфигураций HR; для обозначения конфигураций мы будем ис-

4 
пользовать символ Q с индексами. Рассмотрим КС-язык U

1=1

5s0}, где

Дш={<2/§ ■ • • • ■ • §<2п|п>1, i>l, щ [<2.^(2/],
pe{A}U(70-)} *;

*Q- зеркальный образ Q, V+ = U Щ Ц“=У+и{Д}. г=1

^Ж2=={^/§ ... §<2/(а'^‘)<21§ • • • t>l, Sj [р/1-ж(2;+1],
pMA}U(JV)};

ДаКз={<2/§...§<2/^1§ •••§<?» I n>i, ^v0+, |^|>|<21|}; 
£«={&'§ ... • • ■ §<2«|«>1, x^Lt}.

Имеет место следующая
Теорема 2. Пусть х — ft-аппроксимируемый критерий сложности 

и ЯЛ —м.Т., удовлетворяющая условию М. Тогда Атяг^8т(/т(ряг(и))).
Иерархии, описываемые теоремой 2, являются весьма богатыми, по­

скольку среди функций, совпадающих по порядку с функциями вида 
Рж(га), имеются, например, всевозможные функции вида max {г 12<₽aR1<r) 
=^и}, где Фйн1(г) — неубывающая функция, обладающая свойством Яс>0, 
V"r [<р (сг)>ф (г)+1] и вычислимая на м.Т.HRi так,чтобы | л (г) | 
=^2фЖ‘(г\ Поэтому для любого /т-аппроксимируемого критерия сложности 
можно так подобрать м.Т. HR, чтобы она удовлетворяла М и при этом, ска­
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жем, fx(pm(n))Xfx(np/q), 2p<q, или для некоторого к>0 /г(Рэг(н))Х 
X/t (log ... log n), для любого /т-аппроксимируемого критерия сложности

Л
т такого, что fx(n)Xfx(n-o(n)) (такими являются, например, s и р,); 
можно для всяких p<q подобрать м.Т. ЗЭТ так, чтобы /т (рэд (тг)) X 
X/T(210gP 9"), и т. д.

Однако в классе КС-языков можно выделить важный и широкий под­
класс так называемых маркированных языков *,  в котором по крайней 
мере с критериями густоты и активной емкости невозможно связать бес­
конечных сложностных иерархий. Точнее, имеет место

* КС-грамматика Г= (У, Vi, J, R) является маркированной, если в V име 
ется пара скобок и всякое правило имеет вид А->(Х), где X&[V U —{(,)}]+- Эи 
грамматики и порождаемые ими (маркированные) языки были независим) 
введены в (s) и (6).

Теорема 3. Пусть L — некоторый маркированный '[{(2-язык. Тогда:
а) Либо для всех КС-грамматик Г, порождающих L, функции цг(га) 

и sv(n) ограничены, либо у них у всех рг(«) Xsr(n) X log п.
б) Существует алгоритм, позволяющий по произвольной [{(2-грамма­

тике, порождающей L, узнать, какая из двух указанных в п. А) ситуаций 
имеет место для нее.

В основе доказательства этой теоремы лежит конструкция из (7).
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